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ABSTRACT
Maturity discriminant software is a process which will help us to discriminate between person of different
age groups. Like child adult and senior. It has been seen that there are many software which are used to do
this process but certainly not that efficient as the algorithm use like hog and knn does not extract lot of
facial feature. So, we are now processing a hybrid algorithm which will contain neural and wrinkle
detection which will help us to increase the accuracy by at least 11%.

l. INTRODUCTION
For age detection the first thing that is required is the face detection then applying the algorithm on the face for
age detection and process the image. To extract the face the image should be of less size and more efficient that
is why the images are converted to greyscale before applying the algorithm.

Then the features are extracted from the images and algorithm are applied, after that the final result is been
provided to the user.

1. LITERATURE SURVEY
Traditional face recognition incorporates various methods like Eigen face or principal component analysis (PCA),
fisher face or linear discriminate analysis (LDA) in. These strategies extricate facial features from an image and
after utilizing them look as a pan of the face database for pictures with coordinating elements. Skin composition
examination strategy, utilizes the visual subtle elements of the skin, as caught in standard computerized or filtered
images, and the remarkable lines, details and spots evident in a man’s skin into a scientific space. There are two
fundamental reasons for studying ageing effects in human computer interaction: (I)automatically estimating age
for face image, and (2) Automatic age progression for face recognition. A framework has been produced to
characterize face pictures into one of the three age bunches: babies, youthful grown-ups and senior grown-ups in.
In this paper, key historic points were mined from face pictures and separations between those milestones are
calculated. At that point, proportions of those separations were utilized to characterize face pictures as that of new
born children or grown-ups. This paper likewise proposes a strategy for wrinkle recognition in predetermined in
face pictures to further arrange grown-up images into youthful grown-ups and senior grown-ups. The primary
genuine human age estimation hypothesis was proposed in . Those utilized a ageing function (quadratic function)
taking into account a parametric model of face pictures and performed undertakings, for instance, programmed
age estimation, face recognition, crosswise over age progression. 3-D method utilizes 3-D sensors to catch data
about the state of face in. This data is then used to recognize particular elements on the surface of a face, for
instance, the eyes shape attachments, nose and jaw. This system is strong to change in lighting and survey edges.
added to a Bayesian age contrast classifier that characterizes face images of people in light of age contrasts and
performs face check crosswise over age progression. Those utilized direction change and distortion of nearby
facial element points of interest. Be that as it may, males and females may have diverse face maturing patterns
relying upon nature impacts. The AGES (Aging example Sub-space) technique for programmed age estimation is
proposed in . It demonstrates the maturing pattern in a 2D sub-space and after that for a concealed face image to
develop the face and calculate the age. A 3D maturing displaying system which consequently creates some missing
pictures in diverse age gatherings is proposed in. Feature extraction based face recognition, age orientation, and
age order is proposed in recommended that the frontal face perspective create an isosceles triangle joining the two
eyes and mouth. This isosceles triangle is very helpful for face recognition and estimation of age range. The face
triangle is unique for each and every individual and this face triangle can be utilized for face recognition with age.
In order to estimate the age facial global features, Active Appearance Model (AAM) is applied. The AAM is a
generative parametric model that contains both the shape and appearance of a human face, which it demonstrates
utilizing the principal component analysis (PCA), and has the capacity to create different occurrences utilizing
just a little number of parameters. In this way, an AAM has been broadly utilized for displaying face and facial
element point extraction. AAM, which is the expansion of Active Shape Model, discovers the component points
utilizing the enhanced Least Mean Square method. At that point support vector machine system is made functional
to make hyper planes that will go about as the classifiers utilizing the outcome, the individual is named youthful
or grown-up. Two separate maturing capacities are produced and used to discover the age as proposed by K. Luu
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et al.and Choi et al. The system proposed by K.Ricanek et al. can be considered as the expansion of K. Luu et al.
with the special case that Least Angle Regression (LAR) strategy is utilized to build the exactness of discovering
the feature points in the image utilizing AAM. In LAR strategy, every one of the co efficient are initially assigned
0. Then from feature point X1, LAR moves persistently towards minimum mean square estimation until it achieves
the proficiency. Worldwide elements, for example, separation, point and proportion are additionally considered
for order of age gathering. Merve Kilinc et.al. Utilize another system for having covered age gatherings and a
classifier that consolidates geometric and textural components. The classifier scoring results are added to deliver
the assessed age. Relative investigations demonstrate that the best execution is gotten utilizing the combination
of local Gabor Binary patterns and geometric elements. From the geometric elements, the cross-proportion is
figured out, which is the proportion of separation between the facial elements like nose closures, head, and mouth.
The part of geometric qualities of appearances is considered, as portrayed by an arrangement of historic point
focuses on the face, in the view of age. The relative changes used to estimate change in the subjects posture. Sub
spaces can be distinguished as points on a Grossmann manifold. The twisting of a normal face to a given face is
evaluated as a speed vector that changes the normal to a given picture in unit time.at that point Euclidean space
regression strategy is made functional. This paper apprehensions with giving a technique to gauge age gatherings
utilizing face features. This system depends on the face triangle which has three direction coordinate points
between left eyeball, right eyeball and mouth point. The face edge between left eyeball, mouth point and right
eyeball appraises the age of a human. On human trial, it functions admirably for human ages from 18 to 60 as
talked about by P. Turaga et al. [30] and R. Jana et al. Choi et al. examines about the age identification utilizing
age feature classification joined as a part of request to enhance the general execution. In feature extraction, they
talked about local, global and hierarchical features. In nearby elements, for example, wrinkles, skin, hair and
geometrical components are extracted utilizing Sobel filter system. In worldwide components AAM technique,
Gabor Wavelet transform methods are utilized. Various levels is the mixture of both the neighbourhood and
worldwide elements. In the proposed model they utilized Gabor channel to extricate the wrinkles and LBP system
for skin identification. This enhances the age estimation execution of neighbourhood elements. C.T. Lin et. Al
[33], assessed the age by global face elements taking into account the blend of Gabor wavelets and orthogonal
locality preserving projections. The Gabor wavelet transformation is utilized to build effectiveness of SVM
development. Hu Han et. Al examined about the face pre-preparing, facial pan restriction, feature extraction and
hierarchical age estimation. They utilize SVM-BDT (Binary Decision Tree) to achieve age group classification.
A different SVM age repressor is prepared to anticipate the final age.

Implementation

In this segment of paper, the implementation of the age group classification will be discussed. The implementation
process mainly consists of three stages, namely, location, feature extraction and age
classification as outlined in figure 1. In the location phase, the Viola Jones face detection algorithm is used. In
general, Viola Jones face detection algorithm is further divided into three basic steps. The three basic steps include
feature extraction, boosting and multi scale detection. For the purpose of classification, geometric and wrinkle
features are utilized in the system. In the second phase i.e. feature extraction phase, there occurs calculation of
two geometric features. These geometric features are defined as the ration of separations between eyes, noses, and
mouths. For evaluating the degrees of facial wrinkles, it is necessary to characterize three distinctive wrinkle
features. Classification is done by making use of K-means clustering algorithm.

Location Phase

As per the flow chart shown in figure 1, the input image is supposed to pass through the location phase. In the
location phase, we make use often Viola —Jones algorithm. Viola Jones algorithm is based on the principle that
a sub window is scanned which is capable of recognizing faces over a given input image .The standard image
processing methodology would be to rescale the input image to distinctive sizes and alter that mn the fixed size
locator through these images. This methodology ends up being somewhat tedious because of the figuring of the
diverse size images. In spite of the standard methodology viola jones rescale the indicator rather than the input
image and run the finder commonly through the image — every time with an alternative size initially one may
suspect both approaches to be equally time consuming, however viola jones have contrived a scale invariant
finder that requires the same number of computations whatever the size. This finder is built utilizing a so called
integral image and some straightforward rectangular components reminiscent of Haar wavelets. The next section
elaborates on this locator.

In general, Viola Jones face detection algorithm is further divided into three basic steps. The three basic steps
include feature extraction, boosting and multi scale detection. Let us discuss each one of them in detail.
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Figure 1. Process of the System

1. FEATURE EXTRACTION

It is clear that feature is extremely important to any entity detection algorithm. For the purpose of face detection,
a lot of features can be utilized such as eyes, nose, the topology of eye and nose. While detecting face using Viola
Face, an extremely basic and direct feature has been utilized.
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Figure 3. Calculation of Pixel sum within a rectangle

Figure 2 indicates four diverse features calculates using Viola Jones algorithm. Each of these features can be
attained by deducing white zone from the black zone. The word ‘zone’ used here reflects the
summation of all the grey valued pixels inside the rectangle. An uncommon demonstration known as integral
image has been used for calculating these features. In particular, the sum of the pixel values
which are above and to the left side of (x,y) gives rise to integral image of a location (x,y). Figure 3 demonstrates
the quick approach to process the pixel sum inside a rectangle. The figure 2 indicates that the value of integral
image at location 1 (V1) is the total sum of pixels in rectangle A; While as the value at location 2 (V2) is the total
sum of pixels in rectangle A and B. the value at location 3 (V3) is the sum of pixels in rectangle A and C, while
as the value at location 4 (V4) is the sum of pixels in rectangle A,B,C and D. On the basis of this information, it
is easy to obtain the sum of pixels from V4+V3-V2- VI. After using this principal very efficiently, it is easy to
obtain the sum of pixels of any rectangle located at any point.
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Boosting

The meaning of boosting in Viola Jones face detection algorithm is the grouping of a numerous powerless
classifiers. This boosting thought makes the procedure of leaming to be effective and well
organized. In particular the boosting works as follow as: 1. From a given dataset, firstly take a solitary and
straightforward classifier and after that find out the errors it make.
The second step is to reweight the dataset and after that provide the data where it made errors.
Take the second straight forward classifier into consideration based on the reweighted dataset.
Consolidate the first and the second classifier, reweight the whole data and check where the data make errors.
Continue leaming unless T classifier is obtained.
The last classifier will be the mixture of every one of those T classifiers.
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r

Figure 4. Process of Boosting with 3 simple classifiers

Figure 4 shows point of interest of the: guideline of boosting.

V. MULTI SCALES DETECTION ALGORITHM
One more step involved in the Viola Jones Face detection algorithm is multi scale detection. Before doing face
detection, it is clear that we have no idea with the size of face in an image. Hence, for detecting face of any size,
multi scale detection should be implemented. Leaming and testing are based on the rectangle , therefore it is
necessary to estimate the features at all the different scales.

V. FEATURE EXTRACTION PHASE
One of the main key issue of any characterization frameworks is to locate an arrangement of reliable features as
the basis for classification. In general these features can be categorized into two categories. These are wrinkle
features and geometric features. Let us discuss each one of them in detail.

a. Wrinkle features
One of the most important property of wrinkle features is that it determines the age of a person. Estimation of
feature F5 can be one as follows : F5= (sum of pixels in forehead region / number of pixels in forehead region) +
(sum of pixels in left eyelid region / number of pixels in left eyelid region) + (sum of pixels in right eyelid region
/ number of pixels in right eyelid region) + (sum of pixels in left eye corner region /number of pixels in left eye
comer region) + (sum of pixels in right eye comer region / number of pixels in right eye corner region).

F5 can be estimated by making use of the grid features of face image that is completely dependent on the. wrinkle
geography in face image.
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Figure 6. (a) (¢) Original images (b) (d) Results after the
Sobel operator

For the estimation of F5 features, a few steps have to be followed as discussed below:
As the age keeps on increasing, wrinkles on face turn out to be clearer.
Aged individuals regularly have clear wrinkles on the face in the following areas as mentioned below :

a) The forehead has horizontal furrows.
b) The eye corners have crow’s feet.
c¢) The cheeks have clear cheekbones, sickle moulded pouches ,and profound lines between the cheeks and the

upper lips.

Since there are evident changes in wrinkle intensities and even some form clear lines, thus in this paper we make
use of Sobel edge magnitudes, approximating gradient magnitudes in order to judge the level of wrinkles. The
Sobel edge magnitude is larger, if the pixel belongs to wrinkles. The reason behind the larger magnitude is that
the difference of grey levels is self-evident. From this perspective, a pixel is named as a wrinkle pixel if its sober
edge size is bigger than some limit. Figure 7 (a) and (c) demonstrate a youthful grown up and an old grown up.
Figure 7(b) and (d) shows the outcomes after the thresholder Sobel operators. It is clear that the wrinkles are
clearer on the old adult than on the young adult

b. Geometric features
As indicated by the investigations of facial representation and emotional cosmetics , there occurs a lot of change
in the facial features as the age keeps on increasing. In this phase, global features in combination with the grid
features are extracted from the face images. The global features include the distance between two eye balls, chin
to eye, nose tip to eye and eye to lip. These features are estimated as shown in figure 4.

(<)

Figure 5.Distance between (a) two eyeballs (b) eye to nose tip(c)
eve to chin (d) eve to lip

By making use of four distance values, there occurs calculation of four features namely F1, F2, F3 and F4 as
mentioned below:

F1 (distance  from left to right eye ball) / (distance from eye to nose).
F2 (distance  from left to right eye ball) / (distance from eye to lip).
F3 = (distance fi'0m eye to nose) / (distance from eye to chin).
F4 = (distance from eye to nose) / (distance from eye to lip).
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V1.  CLASSIFICATION

Classification is done by making use of K—means clustering algorithm. The classification of various age ranges
is done with dynamism depending on the number of groups. On the basis of six features from F1 to F6,
classification of age is done into 2,3 and 4 age range clusters as illustrated in table 1.

Table 1: Age group classification using features F1 to F6

No.of | Group | Age | No.of | No.of | Correct
goup | No. | Ramge | faces | faces | percentag
Inyears | actually | falling 3

mthis | inthis
group | group
140 2 2 60%
2 41-80 3 9

(3]

1-30 2 15

3 2 3145 § 3 50%
3 46-80 2 1
1 1-20 2 9

4 2 2140 5 3 36%
3 41-30 2
4 51-80 14 4

By making use of five features i.e. F1 to F5 classification of age in done into range of 2,3 and 4 age groups as
illustrated in table I

Table 11: Age group classification using features FI to F 5

No.of | Group Age No. of No.of | Cormrect
group No. Range faces faces percenta
Inyears | actually | falling ge
in this in this
group group
2 1 1-30 29 27 90%
31-80 21 18
1 1-30 17 15
3 2 31-50 22 4 72%
3 51-80 11 7
1 1-20 14 10
4 2 21-30 15 6 64%
3 31-50 14 10
< 51-80 7 6

Wrinkle feature F5utilized for age classification into range 2,3and 4 age group as illustrated in table 3
Age group classification using f5 feature only
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No. of | Group Age No.of | No.of Correct
group No Range faces faces | percentage
In actually | falling
years in this in this
group group
2 1 1-40 34 32 96%
2 41-80 16 16
1 1-30 29 27
3 2 31-45 10 5 84%
3 46-80 11 10
1 1-18 14 9
4 2 19-40 15 9 62%
3 41-80 13 13
- Mixed 8 Mixed

CONCLUSION

In this paper, a strategy for age group estimation is altogether defined. So the proposed system gives a powerful
strategy that confirms the age gathering of people from an arrangement of distinctive aged face images. Critical
components, for example, separations between different parts of face, study of wrinkle topography and count of
face edges are analysed. Every one of these ways are contrasted to locate the most ideal approach to figure age
range of the face images in the database. After watching aftereffects of all features discussed above, face images
are bunched into 2, 3, and 4 gatherings utilizing K-Means grouping calculation. It has been detected that wrinkle
topography feature i.e., F5 gives the best result to gauge human age range in contrast with different components.
The above result drives us to the conclusion that wrinkle topography Analysis has been the best strategy to find
human age range of a person
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